
MATH 510 Practice Problems for Final Exam

1. Let V be an n-dimensional vector space over a field F. Let T : V Ñ V be
a linear map of rank n ´ 1. Show that there is an ordered basis B for V
such that the matrix A “ rT sB has the form

A “

„

A1 0
uT 0

ȷ

for some invertible A1 P Mn´1 and some u P Fn´1 (and 0 P Fn´1).

2. Let V be vector space. Suppose P1, . . . , Pm : V Ñ V are linear maps
satisfying (i) P 2

j “ Pj, (ii) PjPk “ 0 for j ‰ k, (iii)
ř

j Pj “ IdV . (The Pj

are said to form a complete set of mutually orthogonal projections.)

(a) Show that V “
Àm

j“1 Vj, where Vj “ PjpV q.

(b) Conversely, show that if V “
Àm

j“1 Vj for some subspaces Vj, then
there are linear maps Pj satisfying (i)-(iii) such that Vj “ P pV q.

(c) Lastly, if V is an inner product space, show the Pj are Hermitian if
and only if Vj K Vk for all j ‰ k. (Here Hermitian means xPjv, wy “

xv, Pjwy for all v, w P V .)

3. Let V be an n-dimensional vector space over a field F. Let tviu
n
i“1 and

tv1
iu

n
i“1 be two bases for V and let tξiu

n
i“1, tξ1

iu
n
i“1 be the corresponding

dual bases for V ˚. Show that in V ˚ bV we have
řn

i“1 ξibvi “
řn

i“1 ξ
1
ibv1

i.

4. Let }¨} be any vector norm onMnpCq. Define ~¨~ by ~A~ “ max}B}“1 }AB}.
Show that ~ ¨ ~ is a matrix norm on MnpCq.

5. Let V be a finite-dimensional vector space over R and let ω : V ˆ V Ñ R
be a non-degenerate bilinear form. Show that dimV is even and there is
a basis tviui for V such that

ωpvi, vjq “

$

’

&

’

%

1, i is odd and j “ i ` 1

´1 j is odd and i “ j ` 1

0 otherwise

6. Let A,B P MnpCq. If B is nilpotent and commute with A, show that A
and A ` B have the same characteristic polynomial.

5.Pickanybasisteiui,userealspectraltheoremonA“pωpei,ejqqij.
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7. Let A P MnpCq and λ P C. Show the following are equivalent: 1) the
minimum polynomial of A is px ´ λqd for some positive integer d. 2)
limkÑ8 Ak ´ λkI “ 0.

8. If A has invariant factors

␣

1, x ` 1, px ` 1q
2
px ´ 2q, px ` 1q

3
px ´ 2q

(

,

find the Jordan normal form of A.

9. If A is a real 8 ˆ 8 matrix and has minimum polynomial

mpxq “ px2
` 1q

2
px ´ 3q

2,

find the possible real Jordan canonical forms of A.

10. Show that any positive definite matrix P may be factored as P “ LL˚

where L is a lower-triangular matrix with positive real positive diagonal
entries. Show that L is uniquely determined by P .

11. For A P MnpCq, let GpAq be the union of all (closed) Geršgorin disks of
A. Show that

Ş

S GpSAS´1q “ σpAq where the intersection is taken over
all nonsingular matrices S. What if we restrict to only unitary S?

12. Let A,B P MnpCq be Hermitian. Suppose that all eigenvalues of A ´ B
are non-negative. Show that λkpAq ě λkpBq for all k “ 1, 2, . . . , n (where
λ1pXq ď ¨ ¨ ¨ ď λnpXq denote the eigenvalues of a Hermitian matrix X).

13. Let A P Mn and A “ V ΣW ˚ a singular value decomposition. Let
diagpσ1, σ2, . . . , σnq “ Σ. Let vi be the columns of V and wi the columns
of W . Show that A˚Awi “ σ2

iwi and AA˚vi “ σ2
i vi for all i “ 1, 2, . . . , n.

Formulate and prove a converse of this statement.

10.UseQRfactorizationforP
1{2
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